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Synaptic module The synaptic module

* Fis the feed-forward four-quadrant multiplier: W, ,—X,-

» Blis the backward four-quadrant multiplier: 5ka,j

e B2 is the weight update four-quadrant multiplier: AW, ; =1, 6. X;

. & .
B2 generates also the sign S . S« :Slgn[aw" ]:*S'QH(AWM)

k.

I
Xi— S F— WX
T

[] His the local learning rate adaptation circuit block

&

* WU is the weight block:  W,"}" :Wk‘?'jd +AW,

The WU performs also the short-term memorization of the weight value.

Low Power Design Techniques and Neural Applications

Low Power Design Techniques and Neural Applications . . . .
M. Vvalle On-chip BP learning 2 M. Vvalle arcelona, fob, 53,27 2008 On-chip BP learning

Barcelona, Feb. 23-27 2004




Neuron module Neuron module

& IR Xk, 3 > X + A, activation function module: X,;, =¥ (a)

v v v « D, derivative module: D, =1—(Xk(j))2
%k, _
b FC D » R, theerror multiplier: §, = (X — X, )D, 5J- = (Z 5ka,j)Dj
v — v . ,the error circuit: g = (X —
& Y X & T S We - k k
R h—O— k 9 R kWi

@) (b)
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Correspondence tables between neural and electrical variables On_Ch'p Iearnmg algor'rthm

iterate on k
Synaptic Module Neuron Module select P in a random manner in the training set off-chip
- put P in input to the MLP off-chip
Neural | Electrical Neural | Electrical perform the feedforward phase on-chip
variables | variables variables | variables parallel for each synapse i’ j"
JE(K .
Xj Vx compute AW, (k) =—7,,(k)-— (k) on-chip
k() la ’ ! oW,
Wijr X hwx compute S;; (k) on-chip
w v Xtk Vx W, (K +1) =W, (K) + AW, (k) on-chip
kj w - .
Xk Vr it §;,(K)=§,;k-1) on-chip
AW law max |
n .
“Wkj 5 (k+D =7 (k) on-chip
5 Vs idk- Wi j Vsw 7 i
K 5 ﬂj,i(k)
Sie Wi lsw k() Vs else !
nmin
Nkj Iy Dyg) lg n, (k+1) = 77“(k)< K on-chip
77j,i( )
Skj Vs, £k I, endif
end parallel
until convergence is reached off-chip
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F and Bl four-quadrant multiplier The ¥ Block

The W block is a non-linear transconductor that converts the weight voltage V into a differential

Vud current ly=lwp-lwn. Being equal the aspect ratio (i.e., W/L) of M; and M, as well for M3 and M,, and
supposing all of them biased in strong inversion, we can write:
My3 My
| = ,Bn (Vw _Vthl _sz)z Vw val +sz
" 0 Vi <Vt Vi
% o= BoWo Vs =Vina)® Vi SV +Vig +Viny
|_1_| My Mg l_ > * 0 Vi >V +Vins +Vins

where

1 1 1

ST T T T
s RN N A2
e

Y

i and Vi are the gain factors and the threshold voltages of M; (i=1+4) respectively.
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The OTA Block The B2 multiplier

The resulting differential current I, can be written as:

V, - X V, - X
ly =(,, —1,,)tanh(2——1) = tanh(—2*——~
wx = (Lp = 1) tanh( 2nU, ) =0, My ) tanh( 2nU, )

where n is the weak inversion slope coefficient Uy is the thermal voltage, and V. is the signal ground
(i.e. the synaptic input is null for Vx=V,).

If the value of the argument of the tanh function is small (i.e. Nx —Vr\sloomV), we can

approximate it with its argument:

1
IWX = gw(\/w)(vx _Xr)
2nU,
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The Weight Unit
T

V,(t, +T) :Vw(to)+c | aw

w Vi
v S

I e
AW v M,

= L 1 _  m
v, €L Ca
(a) (b)
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Weight update circuit (1)

T

Vu AV, =—— 1, +AV, + AV,
w AW ci cs
Ml,% C.+C,
v _Im
T Gp Cp ) T 2 /
Law —_— Vp Vu =|Vw )
™ v | e g T

+

Charge Injection Term
(few millivolts)

The main error term is due to the charge sharing between C, and C,, when the
switch is closed. The value of AV, depends on the values of C, and C,,.
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Error Rate

Weight update circuit (2)

100%

/- « Learning task: character

/ recognition

|
!
i
|
|
i
|
!
i
|
|
10% | ‘
.
*—o o”}’ L

7 « Network topology:
112x32x10 MLP
! l/ - .« u
L —n— Training Set « Training set: 1000 char
/./ —e— Test Set
» " B . » Test set: 1000 char
10" 10° 10° 10"
Our/ Cp/CW
Chip
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Local learning rate adaptation circuit (H) (1)

@;: four phases

I: non-overlapping clock
3.12V | ///fw

Vi % 3.00v /_/ \y /_//
I 1 —|— 3.06V \
b ‘P“l %l Ty 085V |- l

J
m | z osov | f\/
) s e AN R T\
B S g = IR £t
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Local learning rate adaptation circuit (H) (2)

= At the beginning all the ¢, are low: B2 has computed Lyw(t) and S(t); S(t) is already in input to
the inverter lo, and S(t—1) [computed during the (t-l)"1 learning iteration] is in input to the
inverter |;.

= ¢ high: S(t—1)is at input B of Go.

= g high: S(t)is at input A of Go. If S(t) and S(t—1) have equal values, node C is connected to
the voltage Vy (switch T, closed), otherwise node C is connected to the voltage Vi (switch T,
closed).

= @3 high: the value of Vci(t) is set as follows:

V)= V., S@®=S(t-1)
o V., otherwise 2
@4 high: the capacitors C; and C, [C, stores the voltage V,(t)] perform the charge sharing. @,
@,
Vu

¢ iteration (t+1)" iteration
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Local learning rate adaptation circuit (H) (3)

The updated value of the learning rate control voltage V;(#+1) is given by the

following expression:

c c
V (t+1)= 2 L V,(t
() c,+c, e rc, )
C,

where y = G _
C +C,

Being the transistor M, biased in weak inversion, the new value of the
learning rate current /,(¢#+1)is given by:

Iry (t +1) _ Is ‘ev,,(m)/nur

where /;is the specific current of the transistor M,,.
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Local learning rate adaptation circuit (H) (4)

|,](t+1):|,7(t)4['|%(:))]

ICl(t): I gletnir
The previous equation implements the learning rate adaptation rule,

where » :Cl%' and /;;(?) corresponds tO 77, OF 7z

The maximum and minimum vales of the learning rate current are:

Vi

| max Uy

=1-e
v

min _ | 40Uy

1, =1-e

For instance, if (V- V)=0.3V, the ratio between the maximum and

minimum values of the learning rate current can be one thousand.
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The activation function A circuit

=1, tanh(u) = 1, tanh( Rula —v,)
2nU, 2nU,

V, =Rl =R tanh(M)

|
out " out out ' b
2nU; Vy

Rad V|l | ]km Rout

My
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The derivative circuit D

The error circuit R

v
V., -V Vv, -V dd
I, = I, tanh(—=2—X*) tanh(—%—=1n) Vs
d b
2nU, 2nU; j' P vV g
I il i Vs =Ryl tanh( 21nU ) - -
~ b T
d = 4(nU )z ccm _VX )(VX _Vssm) Iout VE)
T
R, ! Vi M M }_
— — ~ t " d
Vccm _Vr _Vr _Vssm _Vnorm V& == (Vl _VZ) g 2 V.
2nU; : 2
d
2 V. E }—V
~ Ianorm 1— [VX _Vr J pl :I nl Rout
d = 2
4(nU;) Viorm M, | My
M, M,
Vi
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The SLANP chip (1) The SLANP chip (2) - the synaptic module
Vi [0:7] V14[0:3]
r———— DR S
|
| e Addr.
| L L Circuit| £ | g1
§ } g § Hidden Layer g § Output Layer
Synapses (8x16) 3 | Z Synapses (16x4)
| g |2 H
‘ [ o
v —
VTH} | WwWu
$§4’ ‘ Vi, B 2
Vy—|
AR -
Vi Vo Vi Vi V03] L03] V03]
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The SLANP chip (3) - the neuron module

Mirror A

R |Mirron D
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The SLANP chip (4)

S1

— =

Cu

S2
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Experimental results (1)
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Experimental results (2)

Vxl - IW)JJ : V>J 255

V‘/‘}'l > 2s0f
e =
W - wx
V\A)'B 2.40 |-
! 2.40 24‘15 2.50
I VARRVAN IR Y
3 , Rin|:zg(vwl‘l)(\/2xniur)i|_vr
‘ o V) =R, tanh ' >0 T
Vi - nu,
Vi® in (Vi -V
v | Raaf) 2 V) oy,
V) =R,l,tanh 20, =
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Vit

vy

Experimental results (3)

Viit=1v Vit=av
200va ZOOmVI
> B e
10us 10us

@

(b)

Transient response of the circuit for a positive (a) and negative (b) weight
values (upper traces. synaptic input signals,; bottom traces. neuron output
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signals).

Experimental results (4) (circuit FC)
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Experimental results (5) (Weight decay due to leakage Experimental results (6) learnin
currents on the weight capacitor C,.) P 9
Tek 10.0kS/s 38 Acgs
(a) (b) E F 1
1.0 15
0.7 | 3
I ET
05 L oo
\ N g
. . 405
0.2 | . '0 . o
\ . . i 4 . =
<oopb— | '/a L Joo E
= / . 2
-0.2 | 1
— ] . / . J-05 3
..’( . 7]
-0.5 1 @ <,
L S 110 5
07 / GRPTTT 1 JOFF W[ 2 -2 | 200mv M5.00ms £dge
GRP3[3:3] 2.00v GRPA[4 :4 ] 200mV
-1.0 L L L L L L L L L L -1.5
0 50 100 ) 150 200 250 300 -15 -10 -05 00 05 10 15 Training of the NOT function. Top trace — target signal; middle trace — output signal; bottom trace — a
Time [s] I, [uA] at t=0 weight signal. The network were configured as 1x8x1 MLP and the learning rates were fixed to
0.5V. The learning iteration was 800.s.
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Experimental results (7) - learning

Tek Run: 500KS/s Average
I

Training set for the CLASSIFICATION problem. - s F e gl
Input Pattern Target
11001100 0001
10011001 0010
00110011 0100
01100110 1000

EIMM

GRPT[T1:1 JOFF (@A 2 12 ] 200mv M 100us Edge
GRP3[2:31200mv GRPA[4:4]1200mv
Four output neuron signals at the end OF th. .. c......y jrcovae cor porcmncss cccn c g o+ e wrmenan s

were configured as 8x16x4 MLP and all the /earn/ng rates were locally adapted: the minimum ana’
maximum learning rate values were 0.4 and 0.7V. The learning iteration was 80us.
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Experimental results (8) - learning

Tek Run: 200kS/s Average

I
[ T

Training of the 2 input XOR function. The
two input signals (first and second
traces), the target signal (third wave),
and output signal (fourth wave) at the
end of the training process. The
network was configured as 2x2x 1
MLP and all the learning rates were
locally adapted.: the minimum and
maximum learning rate values were
0.4 and 0.7V. The learning iteration

was 200us.
LN [ 11 JOFF "'G'sz[' 272 VM 250us Edge
GRP3[3:3]200mVv GRP4[4 :4]2
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Performance

Network size 8x16x4 MLP

by-pattern BP with
local learning rate adaptation

On-chip learning algorithm

Technology ATMEL ES2 ECPDO7
Transistor count 22000
Chip size 3.5mmx3.5mm
Power consumption 25mwW
Recall computational power 106MCPS
Computational power 2.65MCUPS
Computational density 216000CUPS/mm?
Energy efficiency 106000CUPS/mW
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